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A B S T R A C T

This paper develops a new nonlinear transformation-based augmentation method for Convo-
lutional Neural Network (CNN) approach with vibration signals of simple, small scale and
elementary reference models for the classification or prediction of vibration signals of perplex
healthy or damaged systems using a smart diagnosis system. The accuracy of deep learning
algorithm being highly dependent on the quantity of qualified data, the acquiring of a large
set of formatted data for the training and verification of a deep learning algorithm is essential.
Unfortunately, many scientific and engineering application domains do not allow access to a Big
Data accurately bearing domain knowledge and the artificial intelligent (AI) based classification
methods suffer from the lack of data and often end up with poor prediction. To overcome this
issue, data augmentation approaches have been utilized. In many applications, however, the
obtaining of data reflecting physical phenomena is even not possible. To overcome this issue,
this research suggests a new nonlinear transformation-based augmentation approach mapping
from the data obtained from lab-scale healthy models to the data of complex real healthy models
whose data in the damaged status are hard to be obtained. The nonlinear transformation method
defined between the data of lab-scale healthy models and the data of complex real healthy
model is then applied to predict the data of complex real damaged models for an accurate
classification. To validate the concept of the nonlinear transformation augmentation, several
vibration examples including an example showing the mode switching are considered. To extract
discriminating features from the vibration-based spectrograms using a deep learning algorithm,
the nonlinear transformation-based augmentation and the classification between healthy and
damaged structures are presented.

. Introduction

This paper develops a new nonlinear transformation-based augmentation method of vibration signals of simple, small scale and
lementary models for Convolutional Neural Network (CNN) approach for the classification and prediction of perplex healthy or
amaged systems using a smart diagnosis system. As the accuracy of a deep learning algorithm is dependent on the number of
raining data, the acquiring of a large set of data for the training and verification of the deep learning is essential. Unfortunately,
any engineering application domains do not allow access to big data reflecting domain knowledge or suffer from the lack of data

nd often end up with poor prediction. To overcome this issue, the data augmentation approaches have been utilized to increase the
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Table 1
Simplified and complex models for the nonlinear transformation function.

Experiment

Healthy condition Damaged condition

Reference model Easy Difficult
Complex real model Easy Difficult or impossible

size and quality of data [1–4]. These data augmentation approaches still require some big data. In addition, the obtaining of data
reflecting physical phenomena is even not possible in many applications. To address this impossibility and difficulty, this research
develops the nonlinear transformation based augmentation approach mapping from the data of lab-scale reference healthy models
to the data of complex real healthy models whose data in damaged status are hard to be obtained (see Table 1). The nonlinear
transformation function between the lab-scale reference healthy models and the complex real healthy model is then applied to the
complex real damaged models for the data augmentation of the deep learning. In order to extract discriminating features from the
vibration-based spectrograms, the nonlinear transformation based augmentation and the classification between healthy and damaged
structures are presented.

Recently, a lot of research have been conducted on methods of detecting an abnormality in structure by measuring vibration
ignals using deep learning. In some applications, a method of classifying delamination of composite materials using vibration signals
hrough deep learning was employed [5,6]. Fault diagnosis of the complex system was performed with frequency response function
sing a CNN-based deep learning algorithm [7]. A new deep learning model has been also proposed to deal with the fault diagnosis
roblem using raw vibration signals [8]. Although an augmentation method has been proposed, it is not easy to obtain data which
eflect physical phenomena such as airplane, building, and human. A technology for predicting the results by computer simulation
f a real model called digital twins has been researched [9]. In addition, a method of diagnosing machinery faults using a digital
win was also carried out [10,11]. In [12], the deep learning based diagnostic procedure was developed for the identification of
ngine defects of 2-wheeler vehicle. A procedure detecting the working condition of a three-phase induction motor was proposed
n [13]. In [14], a fault diagnosis method was developed to identify bearing faults such as multi-scale cracks and high shaft speed
ibrations using CNN. A review of the applications of the deep learning algorithm toward structural building damage detection was
iven in [15]. The detection of the location within a building with smart building vibration based sensors was investigated in [16].
o diagnose the faults, a new fault diagnosis methods are studied [17–19].

In addition, to generate an optimal mesh, automatically fine-tunes is studied with exponential convergence of numerical errors
o mesh size in [20]. The cyber physical production system based on FEM is presented for a digital twin that combines simulation
nd machine learning in [21]. The new nonlinear transformation and the simple peak finding strategy were studied to detect the
utomatic R-wave in [22]. Some nonlinear signal transforms were developed about the slope content of signals and are useful for
nalytic tools of nonlinear systems in [23]. To provide the basic concepts of the scaling and dimensional analyses, the modeling of the
nstrumented indentation was considered [24]. An application method of the dimensional analysis and scaling was presented [25].

transfer learning method that generates high-performance learners trained with more easily obtainable data in different domains
s studied [26,27]. To solve brittle fracture problems, the retrain method of network partially while keeping the weights and the
iases using transfer learning is considered [28].

Data augmentation encompasses a suite of techniques that enhance the size and quality of training dataset such that a better
eep learning models can be built utilizing them. This study develops a new transformation-based augmentation method in Fig. 1 to
olve the issue to enhance the size and quality of training dataset for a better deep learning model. The data augmentation method is
ne of the key components in deep learning algorithm to enlarge the dataset and it is based on a limited number of data. However,
n some applications, acquiring data is impossible. To overcome this, a new transformation-based augmentation method shown in
ig. 1 is presented here. The method carries out the nonlinear transformation mapping from the data of simplified lab-scale healthy
eference models to the data of complex real healthy model. The nonlinear transformation function between the responses of the
ab-scale reference healthy models and the complex real healthy model is then applied to predict the responses of the complex
eal damaged models for the data augmentation of the deep learning. To obtain discriminating features from the vibration-based
pectrograms, the nonlinear transformation and the classification between healthy and damaged structures are proposed.

The paper is organized as follows. Section 2 develops the nonlinear mapping function and explains its concept to augment data.
n Section 3, the applications of the deep learning algorithm are incorporated with the present nonlinear mapping function. In
ection 4, several examples of the nonlinear mapping function are presented. The responses of undamaged and damaged simplified
eference models are transformed and their responses are compared. The signals of damaged reference models are mapped with the
onlinear mapping function to mimic the signals of damaged real model. Then, the virtual spectrogram images are generated for
he deep learning algorithm. Section 5 provides the conclusions and suggestions for future research topics.

. Data augmentation with the nonlinear transformation function

.1. Simplified reference model and complex real model

This section develops the nonlinear transformation function mapping the low-frequency response functions of simplified reference
2

odels and complex real models whose analysis and experiments are often perplex; particularly it is assumed that the responses of
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Fig. 1. Procedure of the fault diagnosis system. (a) The definition of the nonlinear transformation function using the vibration signals with healthy models (A:
healthy reference model, B: healthy real model), (b) the virtual spectrogram with the vibration data of the damaged reference model, (c) the process of creating
diagnosis system using a deep learning algorithm with virtual spectrograms, and (d) the determination of damage using the diagnosis system with the virtual
spectrograms of a mapped unknown signal.

damaged real system is impossible. The overall procedure developed here is outlined in Fig. 1. The simplified reference models refer
lab-scaled models to easily evaluate their responses with different materials, boundary conditions and various factors determining
responses. They can be geometrically scaled models for mega structures or can be cheap and disposable models substituting expensive
or delicated models. Compared with complex real models, a serious issue to carry out experiments with or without damage does not
exist for the simplified reference model. However, they should reflect some important aspects of complex real models that are used
to identify the physical responses of complex real systems. Inevitably some differences exist between simplified reference models
and complex real models and the applications of data augmentations inevitably are limited. To overcome this aspect and difficulty,
the nonlinear transformation function is presented here. It is assumed that the experiments of real system with damages are difficult
and sometimes impossible as follows:

• Assumption 1: The dynamic responses of the healthy and damaged simplified reference models are easily obtained.
• Assumption 2: The responses of complex real healthy models are easily obtained.
• Assumption 3: The responses of complex real damaged models are difficult to obtain and often are not available.
3
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• Assumption 4: Despite the differences between simplified reference models and complex real models, the orders of the mode-
shapes and the associated frequency values are similar. Indeed, an approximate nonlinear transformation function scaling the
frequency axes and the responses between the two models can be defined. Note that the characteristics such as size, material
properties and the location of crack of simplified reference models have not to be same with those of complex real models.

To develop the nonlinear transformation function, the above things are assumed. The first assumption states the necessity of
he simplified reference model. For example, the vibration data of a real-scale building can be easily obtained in healthy condition
nd measured. However, it is a non-sense to destruct mega structure or building to obtain the vibration data only for the healthy
onitoring comparing vibration data. It is possible to collect the responses of old buildings or after several decades but it is not

ntended in this research. This kind of situation can be found in various scientific and engineering applications such as airplane,
uilding, ship, aeronautics or human health monitoring. Thus, this research adopts the second and third assumptions. The fourth
ssumption means that it is possible to make a small scale reference model with and without damage easily to collect vibration
ata for monitoring. In addition, it is assumed that the mode shapes of the small scale reference model are similar to those of
he complex real model of interest. If the order of the modes is subject to be changed, the order of the modes must be adjusted
ccordingly. Thus, the response frequency values are different but the orders of the eigenmodes are similar or can be matched
ogether. The remaining issue is then how to generate the vibration data of damaged real system. This research intends to find
ut the approximately response of the damaged complex real model by defining the nonlinear transformation function between the
esponses of the healthy simplified reference model and the healthy complex real model.

The frequency response functions of finite element models with and without damage are compared and analyzed. The benefit
f the finite element models lies in the facts that it is easy to change the boundary conditions including the size and location of
amage and the repeatable results can be obtained.

.2. The nonlinear transformation function

This subsection presents the nonlinear transformation with a healthy simplified model and a healthy complex real model. The
ransformation function defined here is then applied to unknown signals to determine the existence of damage or fracture. To
atch a healthy signal of real model to a healthy reference signal of simplified model in the FRF (Frequency Response Function),

he nonlinear transformation should be defined. This function matches the resonance frequencies of the healthy reference system to
he resonance frequencies of the healthy system. In addition, it is aimed that the slopes are matched together through the function.

ithout the loss of generality, the following FRF is assumed.

Y = H(𝜔) (1)

where the frequency response and its response function are denoted by Y and H, respectively. The angular velocity is denoted by
𝜔. First of all, the peak frequencies and amplitudes between simplified reference models and complex real models are matched by
shifting angular speed and shifting and scaling of amplitude.

Shifting of angular speed : 𝜔c =

(

H−1
s (Ys

max)
H−1
c (Yc

max)

)

⋅ 𝜔c (2)

Shifting and scaling of amplitude: Ỹc =

(

Ys
max − Ys

min
Yc
max − Yc

min

)

⋅ Yc (3)

where the frequency response and the transfer function of real system are denoted by Yc and Hc, respectively. Those of simplified
reference model are denoted by Ys and Hs, respectively. The maximum FRF values of simplified reference model and complex
real model are denoted by Ys

max and Yc
max, respectively. The minimum FRF values of each model are denoted by Ys

min and Yc
min,

respectively. The resonance frequencies of healthy signal of complex real model is denoted by 𝜔c.
With the above nonlinear mapping scheme, the frequency responses of the healthy simplified reference model and the healthy

complex real model are approximately matched and scaled together. The defined nonlinear transformation function is now able to
map the response function of the damaged simplified reference model to predict the response of damaged real model. Note that this
research assumes that the transferred response function of the damaged simplified reference model shows the similar response of the
damaged complex real model. Thus, it is possible to augment the data which are necessary in a smart diagnosis system. In short, the
responses of healthy simplified reference model and complex real model are defining the nonlinear transformation function which
can also transfer the responses of damaged complex real model to the approximate responses of damaged simplified reference model.

To use the present nonlinear transformation function in the framework of the present smart diagnosis system, the following
procedures are carried out successively. The responses are named and defined as follows:

• H.R.S. : Healthy Reference Signal
• D.R.S. : Damaged Reference Signal
• H.S. : Healthy Signal of complex real model
4

• M.H.S. : Mapped healthy signal with the present nonlinear transformation method



Mechanical Systems and Signal Processing 172 (2022) 108914D.-Y. Kim et al.

m
f

c
c
c
w
a
i
t

2

s
p
t
r

w

Step 1: Nonlinear transformation Function (H.S. ⇒ H.R.S.)
Define the nonlinear transformation function by mapping the H.S. response to the H.R.S response. With the nonlinear

transformation function, the M.H.S. can be plotted and the similarity between the M.H.S. and the H.R.S. response can
be observed for the frequency domain of interest.
Step 2: Signal mapping of unknown real system (U.S. ⇒ M.U.S.)

For the next step, a real system whose condition is not known is measured. The measured response is set to the U.S.
signal. In the present study, the U.S. signal is the transverse vibration. When the signal is sufficiently similar to the signal
of the H.S., it is not necessary to procedure further. However, in case of some differences, the nonlinear transformation
function can be used to map the U.S. signal to the M.U.S. whose responses are assumed to be similar to the responses
with the reference model with the similar damages of the reference model. With this nonlinear transformation function,
therefore, it is possible to compare the M.U.S. and the D.R.S..

2.3. Determination of healthy or damage case

The defined transformation can predict the signals of damaged real systems by transforming the responses of damaged reference
odel. Note that the function is defined in the bases of the responses of healthy simplified and complex real models. Thus, the

ollowing measure and determination of the existence of damage can be possible.
{

Healthy case if Ys ≈ Ỹc
Damage case if Ys ≠ Ỹc

(4)

If the difference between the healthy reference signal of the simplified reference model and the mapped healthy signal of the
omplex real model by the nonlinear transformation function is small and is small enough, the real model is defined as healthy
ondition. This is due to that the response curves of the simplified healthy reference model and the mapped healthy signal become
lose to each other and the difference becomes small enough. However, if there is a damage to a complex real model, the difference
ill be large in (4). The flowchart of the entire nonlinear mapping process is presented in Fig. 2. For the rigorous determination
nd classification using the procedure, a deep learning algorithm can be incorporated. To achieve this, the virtual spectrogram
nterpreting the frequency as the virtual time and the difference of the frequency response functions as the signal is employed for
he deep learning algorithm in the next section.

.4. Mode switching with an empirical function

This subsection presents a method to adjust the amplitude in case the mode crossing phenomenon occurs. With the mode
witching phenomenon, this research proposes the reordering process of the frequency response function. The reordering step is
erformed by switching the crossed modes of the real complex model in the order of the modes of the reference model. To achieve
his, the frequency response function is divided at the middle points among the resonance peaks. Then, the divided FRF curves are
eordered, shifted and scaled. To adjust the dissected curve smoothly, the following empirical process is performed.

Ỹ𝑛 =

{

Y𝑛, 𝑛 = 1
Y𝑛 − (Y𝑓

𝑛 − Y𝑙
𝑛−1), 𝑛 ≥ 2

(5)

here the last amplitude of the previous section of FRF is denoted by Yl
n−1 and the first amplitude value of the next section is

denoted by Yf
n. The next section of the FRF and the adjusted section of FRF are denoted by Yn and Ỹn. With the above formulation,

the FRF with the mode crossing phenomena is reordered and shifted to be a smooth curve.

3. Deep learning algorithm for damage detection with the nonlinear transformation function

This section presents the application of the CNN trained with the virtual spectrograms of structural vibration responses mapped
with the nonlinear transformation function in (2) and (3).

3.1. Application of CNN (Convolutional Neural Network)

The CNN becomes a very effective image classification tool for various scientific and engineering applications [29–38]. One of
the key requirements of the CNN algorithm is the collection of image data containing and featuring physical significance. Some
typical operations of the CNN are Convolution operator, Rectified Linear Unit (ReLU) substituting the Sigmoid function, Pooling
or Subsampling, and classification. The conventional CNN is composed of Convolution layer, Pooling layer or Subsampling layer,
and Fully-connected layer [39–41]. The convolution layer is to extract discriminating features from training images to fit a problem
5
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Fig. 2. Determination process based on the nonlinear mapping. (With the help of the virtual spectrogram, a deep learning algorithm can be incorporated.)

Fig. 3. Concept of the present virtual spectrograms interpreting the frequency as the virtual time and the differences as the signals.

Fig. 4. CNN architecture.

of interest using filter or kernel. The convolutional layer applies the trained filter for input images to obtain feature maps and
summarizes the features of the input images and the convolution layer is followed by a nonlinear operation (ReLU) [42]. The step
called pooling or subsampling is applied in order to obtained downsampled data. The pooling layers transform the input images
into a high-level feature maps. The mathematical details of CNN can be found in [43].
6



Mechanical Systems and Signal Processing 172 (2022) 108914D.-Y. Kim et al.
Fig. 5. Illustration of geometric configurations represented by simplified and complex models with plastic bar and silicon (silicon: 𝜌 = 1500 kg∕m3 ,E =
1 MPa, 𝜈 = 0.47, plastic pipe: 𝜌 = 1330 kg∕m3 ,E = 2 GPa, 𝜈 = 0.4).

3.2. Virtual spectrogram application

The presented virtual spectrogram was introduced in order to identify the existence of damage with the CNN algorithm [44].
The conventional spectrogram means two-dimensional visual representation of the frequency spectrum analyzed by the Short Time
Fourier Transform (STFT). Unlike the conventional spectrogram, this research obtains the two-dimensional virtual spectrogram
images analyzing the difference of the frequency response functions with the STFT as shown in Fig. 3. For this purpose, the transverse
vibration data are obtained from the simplified reference models with/without damage and healthy complex real models. It is worth
to notice that the data of damaged complex real model is not used to train the CNN. The nonlinear transformation function is
defined with the transverse vibration data of the simplified healthy reference model and the healthy complex real models. This
nonlinear transformation function in (2) and (3) is applied in order to augment the images data from healthy complex real model
and healthy/damaged simplified models. The inverse of the nonlinear transformation function can be used to predict the responses of
damaged complex real model using the responses of damaged simplified reference model. In other words, the responses of the various
damaged simplified reference models can be transferred for those of the corresponding damaged complex real models. Through the
nonlinear transformation function transferring the responses of the healthy complex real system to the responses of the healthy
simplified reference model, the response of unknown real specimen can be found from the vibration data of the simplified reference
model. If the differences of the responses of the unknown real specimen mapped with the present nonlinear transformation function
and the healthy simplified reference model are large, it can be classified as the signals of the damaged real specimen. If not, it can
be classified as the healthy specimen as illustrated in Fig. 1. In the present study, a set of the images of the two cases (healthy or
damaged cases) were generated as shown in Fig. 3 and are used as the training data for CNN. Although it may be possible to employ
another method, i.e., the wavelet transformation, the STFT method is successful to train the CNN.

3.3. CNN architecture

The CNN is trained for the classification approach with the virtual spectrogram images. Fig. 4 shows that the network consists
of six convolutional and pooling layers for extracting discriminative features from the virtual spectrograms of the healthy and
damaged cases. Fully connected layer are employed to classify the healthy and damaged cases on the basis of features extracted in
7
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Fig. 6. The process of nonlinear mapping with plastic bar and silicon models. (a) Mapping process of reference signals of simplified models and healthy signal
of complex model and (b) mapping process of reference signals of simplified models and unknown signal of complex models.

the convolutional and pooling layers. The architecture of this convolutional neural network is presented in detail in Table 2. The
models are trained with a mini-batch size of 2 which means that the training data is divided into 2 sets, a set of random weights,
the learning rate of 0.0001, and 20 epochs using the CNN implemented in MATLAB [45]. The CNN architecture was proposed to
classify the virtual spectrograms of the 2 classes (healthy and damaged cases).

4. Application of the present nonlinear transformation function and the deep learning algorithm

To illustrate the application of the CNN based classification incorporating with the present nonlinear transformation function, this
section presents three damage classification examples. With the vibration data and the frequency response functions from simplified
reference model and healthy real model, the nonlinear transformation function is defined. The nonlinear transformation method can
8
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Fig. 7. The virtual spectrograms of the three different damages (the locations of the damages at 37.5 mm, 75 mm and 112.5 mm). (a) The virtual spectrograms
with and without the damage and (b) the virtual spectrogram images of various damages.

roughly find out the frequency response function signals but cannot determine what condition it is by itself. To resolve this issue,
we calculated the difference of the transformed frequency response function signals and the reference signals. Then, the images of
the virtual spectrogram using the STFT method are obtained. To systematically determine health and damage condition, the CNN
with virtual spectrogram images can be employed. Using the vibration data with the healthy and damaged reference models and the
healthy real model, the training data are generated for the deep learning algorithm. The vibration data from the damaged complex real
model are inserted to determine whether a model is damaged or not. The confusion matrices are presented to show the accuracy.
The three models are considered, the straight plastic bar and silicon model is considered for the first example. The second example
is the application of the present approach for bent plastic bar and silicon composite model. The third example is an example with
the mode switching phenomenon. The mode switching phenomenon refers that the orders of the eigenmodes of simplified reference
model and complex real model are switched [46,47].

4.1. Example 1: Plastic bar and silicon model

For a first example, the prediction of damage of plastic bar coated with silicon is considered in Fig. 5. The present study suggests
utilizing plastic bar and silicon as they are easy to obtain and carry out experiments. In addition, their material properties are well
known. To show the applicability of the present nonlinear transformation function, the finite element method is employed to obtain
the frequency response functions of the simplified healthy/damaged models and the healthy/damaged complex real models. In the
left column in Fig. 5, the simplified reference models without and with damage are presented. The vertical damages occurred in
several places in the reference model were considered. It is assumed that the simplified reference models can be easily experimented
and their responses can be easily obtainable. Without the loss of generality, the transverse vibration signals obtained at a sensor on
the silicon crust are compared and analyzed (single input and single output). In the right column in Fig. 5, the complex real healthy
9
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Fig. 8. The confusion matrices of the virtual spectrograms of the differences between the healthy reference signal and the mapped unknown signal (H.R.S-M.U.S)
with plastic bar and silicon. The locations of the damages: 37.5 mm in (a), 75 mm in (b) and 112.5 mm in (c).

model is presented and it is assumed that the signal of the damaged real model is not available or not obtainable in priority. The
differences among the simplified reference models and the complex real models are the differences in geometry. These assumptions
are made to simulate the situation where the signals of the complex real damaged model are not available numerically.

Step 1: Defining the nonlinear transformation function
Fig. 6(a) shows the definition process of the nonlinear transformation function using the responses of the healthy reference

model and the healthy complex real model. With the help of the nonlinear transformation function, the healthy signal (H.S.) is
transferred to the mapped healthy signal (M.H.S). As illustrated in the right bottom in Fig. 6(a), the curves of H.R.S. and M.H.S
show the similarity. Note that the D.R.S. (Damaged Reference Signal) response showing the lower resonance frequency is different
to the H.R.S. (Healthy Reference Signal) response. In this first step, the reference models with and without various damages and
their responses are considered.

Step 2: Measuring and transformation the unknown signal (U.S.)
Fig. 6(b) shows the process of the measurement of the unknown system, i.e., the system whose condition is not known. The

measured signal is then transferred again with the nonlinear transformation function defined in the Step 1 (U.S. (Unknown Signal)
⇒ M.U.S. (Mapped Unknown Signal)). By comparing with the M.U.S. response with the reference signals, i.e., H.R.S. (Healthy
Reference Signal) and D.R.S. (Damaged Reference Signal), it is possible to determine that the unknown real system has the similar
damage or not. Note that in the present study, it is assumed the responses of the simple reference systems with and without damage
10
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Fig. 9. Illustration of geometric configurations represented by simplified and complex real models with plastic bar and silicon.

Table 2
The CNN architecture in detail.
Layer name Layer description

Input 256 × 256 × 3 Virtual spectrogram image

Convolution 1, Pooling 1 Convolution filter 3 × 3, strides 1,
Number of filter = 16, ReLU, Batch normalization,
Max pooling filter 2 × 2, strides 2

Convolution 2, Pooling 2 Convolution filter 3 × 3, strides 1,
Number of filter = 32, ReLU, Batch normalization,
Max pooling filter 2 × 2, strides 2

Convolution 3, Pooling 3 Convolution filter 3 × 3, strides 1,
Number of filter = 64, ReLU, Batch normalization,
Max pooling filter 2 × 2, strides 2

Convolution 4, Pooling 4 Convolution filter 3 × 3, strides 1,
Number of filter = 128, ReLU, Batch normalization,
Max pooling filter 2 × 2, strides 2

Convolution 5, Pooling 5 Convolution filter 3 × 3, strides 1,
Number of filter = 256, ReLU, Batch normalization,
Max pooling filter 2 × 2, strides 2

Convolution 6, Pooling 6 Convolution filter 3 × 3, strides 1,
Number of filter = 512, ReLU, Batch normalization,
Max pooling filter 2 × 2, strides 2

Fully connected
Softmax

Input = 8192, Output = 2048, ReLU
Input = 2048, Output = 2
11
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Fig. 10. The process of nonlinear mapping with real plastic bar and silicon models. (a) Mapping process of reference signals of simplified models and healthy
signal of complex real model and (b) mapping process of reference signals of simplified models and unknown signal of complex real models.

can be easily obtained. By making the databases with the simplified reference models and the complex healthy model, we insist
that it is possible to obtain the approximate responses of complex damaged systems.

Virtual spectrogram images
After obtaining the data with the nonlinear transformation function, the virtual spectrogram images are generated and utilized

as the training and verification data set in Fig. 7(a). Fig. 7(a) shows several representative virtual spectrograms with the difference
between the healthy reference signal (H.R.S.) and the mapped healthy signal (M.H.S.) and between the damage reference signal
(D.R.S.) and the healthy reference signal (H.R.S.). In this stage, several vertical damages are considered for the damage reference
signal.

These images show the distinct differences which can be utilized to train the CNN algorithm. To achieve this purpose, in
this first example, we devise 36 healthy simplified finite element models. Without losing generality, the thickness and length
are simultaneously changed from 5.2 mm to 8.7 mm and from 148.2 mm to 151.7 mm by a difference of 0.1 mm. Thus, the
36 spectrogram images based on the vibration data of the 36 healthy simple models and 1 healthy real model can be obtained.
12
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Fig. 11. The virtual spectrograms of the real damages (the locations of the damages at 75 mm). (a) The virtual spectrograms with and without the damage and
(b) the virtual spectrogram images of center damages.

Fig. 12. The confusion matrices of the virtual spectrograms of the differences between the healthy reference signal and the mapped unknown signal (H.R.S -
M.U.S) with real plastic bar and silicon. The location of the damage: 75 mm.

With the vibration data of the 36 healthy simple models, the number of the virtual spectrogram images combining the 36 data from
H.R.S. (Healthy Reference Signal) with the one M.H.S. (Mapped Healthy Signal), i.e., is 36 (36 × 1). After that, we also consider 12
damaged reference models. The three finite element models with a thickness of 6.9 mm, 7.0 mm and 7.1 mm were selected. Then,
the four different cracks are modeled for each of the three models, resulting in a total of 12 models. With the vibration data of the
13
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Fig. 13. Illustration of geometric configurations represented by several simplified and complex models with bent plastic bar and silicon (silicon:
𝜌 = 1500 kg∕m3 , E = 1 MPa, 𝜈 = 0.47, bent plastic pipe: 𝜌 = 1330 kg∕m3 , E = 2 GPa, 𝜈 = 0.4).

12 models, the number of the virtual spectrogram images combining the D.R.S. (Damaged Reference Signal) with the three H.R.S.
(Healthy Reference Signal), i.e., the model with 6.9 mm, 7.0 mm and 7.1 mm, is also 36 (12 × 3).

Training the deep learning algorithm and classification of unknown signal
The CNN algorithm can be trained and tested with the 72 virtual spectrogram images (36 images from the differences of the 36

healthy reference signals (H.R.S.) and the 1 healthy signal of the healthy real model (H.S.) and 36 images from the differences of
the 12 damaged reference signals (D.R.S.) and the 3 healthy reference signal (H.R.S.); it should be emphasized that the signals of
the damaged real system are not required for the training data. The training process is carried out with each set of 36 images and
the remaining spectrogram images are used to check the validity of the trained network using the confusion matrix. The confusion
matrix shows that the training is successful or not.

As the final step, the classifications of several unknown signal (U.S.) is carried out with the present deep learning algorithm
in Figs. 7 and 8. The unknown signals in this example are generated with the complex models with the damages at the different
locations of the specimen. For example, the three kind of damages in the complex real models are considered in Fig. 7. Then
the signals are mapped to the mapped unknown signals (M.U.S.). The difference operator between the M.U.S. and the M.R.S. are
calculated. At this stage, the transverse vibration data of the healthy real model can be used. Then the images are generated by the
short time Fourier transformation. Fig. 8 shows the confusion matrices of the three signals. As shown it is possible to obtain 100%
successful rates. This first example shows the applicability of the present scheme.

In order to verify the present method, the application for real plastic bar and silicon model was presented. To measure the
vibration signal, the accelerometer (PCB 352C33) and the impact hammer (PCB 086C03) are employed and the NI-9234 DAQ
device is used for the data acquisition. For the simplified models, the finite element simulations are employed in Fig. 9. The real
and complex model is the real plastic bar and silicon model in Fig. 9. The frequency response functions of the transverse vibration
experiments of these models and the mapping process are illustrated in Fig. 10. To minimize the experimental error, the presented
FRFs of the real model using the transverse vibration experiment is obtained by averaging the responses of the ten experiments. It is
observed that unlike the finite element simulation, the real experiment has an uneven curve with the damping effect and inconsistent
experiment. The eigen modes of the real healthy model and the simulated healthy reference model before the mapping are different.
As the result of the nonlinear mapping process, the peak frequencies of H.R.S. and M.H.S. and the slopes become similar. On the
other hand, the H.R.S. and M.U.S. are different. Fig. 11 presents a representative virtual spectrogram to be utilized as train and test
data. The confusion matrix using the CNN based deep learning algorithm shows the applicability of damage detection of unknown
signals with real plastic bar and silicon model in Fig. 12.
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Fig. 14. The process of nonlinear mapping into FRFs with bent plastic bar and silicon models. (a) Mapping process of reference signals of simplified models
and healthy signal of complex model and (b) mapping process of reference signals of simplified models and unknown signal of complex models.

4.2. Example 2: The bent plastic bar and silicon models

For the second example, the bent structures in Fig. 13 are considered. The materials of the structures are set to those of PVC
plastic for the internal pipe and those of silicon for the coating structure. The impact force is applied at the bottom of the structure
and the vibrations are measured at the upper part. As in the first example, the simplified and the real models have the similar
geometries. As in the first example, it is assumed that the responses of the healthy reference model and the damaged reference
model can be obtained easily. The vibration signal of the healthy model is also obtained easily.

First of all, the vibration signals of the H.R.S. and the H.S. in Fig. 13 are measured and utilized to define the nonlinear
transformation function mapping the frequency response function of the real healthy system and the reference system as shown
in Fig. 14(a). With the nonlinear transformation function, the vibration data of the real system are transferred from the perspective
15
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Fig. 15. The virtual spectrograms of the three different damages (the locations of the damages at 43.5 mm, 87 mm and 130.5 mm). (a) The virtual spectrograms
with and without the damage and (b) the virtual spectrogram images of various damages.

of the reference model. For the second step, the structural vibration of the unknown real system with damages in Fig. 14(b) is
measured. With the same nonlinear transformation function, it also can be transferred from the perspective of the reference model.
The mapping unknown signal (M.U.S.) in the bottom right figure in Fig. 14(b) shows the similarity with the vibration data of the
damaged reference signal (D.R.S.). Therefore, it can be concluded that the considered unknown real system has the similar crack
or fracture. With the help of the CNN based deep learning algorithm trained with the vibration signals of the healthy and damaged
reference systems and the healthy real system, it is possible to make the automatic determination process. To do this, the vibration
signals of several reference systems with and without damages with the variations of the geometries are measured. The thickness
of the healthy model is varied from 5.2 mm to 8.7 mm with 0.1 mm difference and the length is also varied from 385.24 mm to
392.24 mm with 0.2 mm difference in Fig. 13. Thus, the total number of the models is 36. The four different damages of the simplified
reference models with the different thickness values, i.e., 6.9 mm, 7.0 mm and 7.1 mm, are considered too. The differences between
the healthy reference signals and the mapped healthy signal (H.R.S. - M.H.S.) and the differences between the healthy reference
signal and the damaged reference signals (H.R.S. - D.R.S.) are computed and the virtual spectrogram images are generated. Note
that in this process to obtain the virtual spectrogram images, the healthy reference systems, the damaged reference system and the
healthy real system are required; the vibration signal of the damaged real system is not required. With these virtual spectrogram
images, now, it is possible to train the CNN based deep learning algorithm for the automatic classification. After training the deep
learning algorithm, the vibration signals of the damaged real systems are obtained and prepared for the input signals of the deep
learning algorithm. Figs. 15(b) and 16 shows the results of the this classification process. Fig. 16 shows the confusion matrices of
the various cracks located at 43.5 mm, 87 mm and 130.5 mm.
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Fig. 16. The confusion matrix of virtual spectrograms of the difference between the healthy reference signal and mapped unknown signal (H.R.S-M.U.S) with
bent plastic bar and silicon. The locations of the damages: 43.5 mm in (a), 87 mm in (b) and 130.5 mm in (c).

4.3. Example 3: The mode crossing model

This example describes the process of applying the nonlinear mapping function of the models in which the mode crossing
phenomenon occurs. The healthy and damaged simple steel bars in Fig. 17(left) are considered as the reference systems where the
PVC composite bar is considered as a complex system in Fig. 17(right). It should be emphasized that the damaged real model is not
known in priority however it is assumed that the damage occurs in the middle of the structures. One of the particular characteristics
compared with the first two examples lies in the mode switching phenomenon referring that the orders of the eigenmodes are
switched among the resonance modes of the reference model and the real model.
17
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Fig. 17. Illustration of geometric configurations of simplified and complex models with the mode crossing (steel: 𝜌 = 7850 kg∕m3 , E = 20 GPa, 𝜈 = 0.3, PVC:
𝜌 = 1390 kg∕m3 , E = 2.86 GPa, 𝜈 = 0.4).

Fig. 18. The illustration of mode switching. (a) The mode switching between the vibration data of steel bar and composite bar and (b) the adjustment of the
vibration data.

Fig. 18(a) shows the vibration data of the simplified reference model and the complex real model. From this graph, it is found
that the third mode and the fourth mode of the reference model and the real composite models are the extension mode and the
higher bending mode, but they are switched. To reflect the effect of the mode cross in the structural vibration, the middle lines
18
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Fig. 19. The process of nonlinear mapping into FRFs with mode crossing models. (a) Mapping process of reference signals of simplified models and healthy
signal of complex model and (b) mapping process of reference signals of simplified models and unknown signal of complex models.

among the resonance peaks are calculated in Fig. 18(b) (marked as the dotted lines in Fig. 18(b)). Then the sections marked by
3 and 4 are switched to consider the mode switching phenomenon. After this operation, some discontinuous points are observed
at the intersection lines between the second domain and the fourth domain and between the third domain and the fifth domain.
Therefore, the additional operations making snitching the discontinuous curves are applied. For example, the first point of the fourth
domain is offset to meet the end point of the second section. Then the first point of the third section is offset to meet the end point
of the fourth section. Finally, the first point of the fifth domain is offset to meet the end point of the third section as illustrated in
Fig. 18(b).

After this procedure, with the structural vibration data of the healthy steel bar and the healthy sandwich bar, the nonlinear
mapping is defined as shown in Fig. 19(a). At the second step, the damaged real system is now diagnosed in Fig. 19(b). To account
the mode switching, the operation explained in Fig. 18(b) is applied to the vibration data of the damaged real model as shown in
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Fig. 20. The virtual spectrograms of the three different damages (the locations of the damages at 62.5 mm, 125 mm and 156.25 mm). (a) The virtual spectrograms
with and without the damage and (b) the virtual spectrogram images of various damages.

Fig. 19(b). Then the nonlinear transformation function defined in Fig. 18(a) is applied to that signal in order to identify whether
the measured signal is came from a damaged real model or a healthy real model.

With several simulation data similar to the previous example, the virtual spectrogram images can be computed in Fig. 20(a).
These images are used to make a CNN network for the diagnosis system. Fig. 20(b) shows a series of examples with the various
damages of the real system and their virtual spectrogram images. The trained CNN algorithm shows the accuracy in Fig. 21. Finally
this example illustrates the application of the present diagnosis example with a real model with the mode switching phenomenon.

5. Conclusion

This study addresses the application of the nonlinear transformation-based augmentation method with vibration signals of simple,
small scale and elementary models for Convolutional Neural Network (CNN) approach for the classification and prediction of perplex
healthy or damaged systems using a smart diagnosis system. For the accuracy classification with the machine learning algorithm,
sufficient data should be provided for the training process. Many engineering applications domains in mechanical or civil engineering
allow to provide data in healthy condition of systems of interest but do not allow data in not-healthy or damaged condition. To
compensate this deficiency, the present study suggests to utilize the data from healthy and damaged small scale elementary models.
With the vibration data from the healthy elementary model and the healthy real model, the nonlinear transformation function is
defined first. This defined nonlinear transformation function is then applied to argument the vibration data from the damaged small
scale models to predict the approximate vibration data from damaged real models. These data sets are utilized to train the deep
learning algorithm for the classification. In order to illustrate the applications of this data argumentation approach, the classifications
of several vibration examples are considered. With the example with the mode switching model, the nonlinear transformation
20
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Fig. 21. The confusion matrix of the virtual spectrograms of the difference between the healthy reference signal and mapped unknown signal (H.R.S-M.U.S)
with mode crossing models. The locations of the damages: 125 mm in (a), 156.25 mm in (b) and 187.5 mm in (c).

function considering the mode switching phenomenon is developed and applied. The confusion matrix shows that the prediction
accuracy is high. The accuracy of the CNN trained with the augmented data with the present nonlinear mapping is over 98% for
the two vibration models with and without the mode switching phenomenon. One of the limitations of the presented method is that
it will be intricated to identify damage with the small difference between the healthy reference signal and the damage reference
signal, large damping, or new random eigenmodes after damage in the frequency domain. For future research, the present nonlinear
mapping method should be verified with various applications.
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